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1
GEONEXUS PROXIMITY DETECTOR
NETWORK

The present invention is a continuation-in-part of U.S.
application Ser. No. 13/954,379 to Pitt et al. entitled “Trans-
mitter Augmented Radar/Laser Detection Using Local
Mobile Network Within a Wide Area Network”, filed Jul. 30,
2013; which is a continuation of U.S. application Ser. No.
12/929,502 to Pitt et al. entitled “Cellular Augmented Radar/
Laser Detection Using Local Mobile Network Within Cellu-
lar Network”, filed Jan. 28, 2011, now U.S. Pat. No. 8,515,
414; which is a continuation of U.S. application Ser. No.
11/405,579 to Pitt et al. entitled “Cellular Augmented Radar/
Laser Detection Using Local Mobile Network Within Cellu-
lar Network”, filed on Apr. 18, 2006, now U.S. Pat. No.
7,899,450, which claims priority from U.S. Provisional No.
60/777,565 to Pitt et al. entitled “Cellular Augmented Radar/
Laser Detection Using Local Mobile Network Within Cellu-
lar Network”, filed on Mar. 1, 2006, the entirety of all of
which are expressly incorporated herein by reference.

The present invention also claims priority from U.S. Pro-
visional No. 61/728,546 to Pitt entitled “GeoNexus”, filed
Now. 20, 2012, the entirety of which is also expressly incor-
porated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates generally to network location ser-
vices, and more particularly to a network service that main-
tains information sufficient to provide a near-real-time deter-
mination of proximity of affiliated mobile devices.

2. Background of Related Art

Today, every mobile cellular (e.g. CDMA, GSM, LTE, etc.)
device is being located all of the time. As a mobile device
moves, a cellular network does a signal hand-oft between the
mobile device’s current controlling cell site sector and the
mobile device’s new cell site sector (the cell site sector into
which the mobile device is moving). Signal handoff enables
continuous and unbroken signaling to be maintained for a
mobile device. Every cell site sector has an associated loca-
tion. Hence, by inference, a mobile device’s general location
is known by a respective cell site.

As cellular infrastructure technology becomes deployed in
greater density patterns (picocells, ak.a., “femtocells™), a
general location inferred from a cell site with which a mobile
device is primarily communicating becomes higher fidelity.

Many cellular carriers are currently in the process of add-
ing location probes to all deployed macro-cell sites. Location
probes will enable carriers to maintain much more accurate
location information for mobile devices located within range
of these macro-cell sites.

SUMMARY

A method and apparatus for determining proximity of a
plurality of associated mobile devices comprises, receiving a
proximity request relating to a plurality of associated mobile
devices, obtaining a list of identities for each of the plurality
of'associated mobile devices, and determining a bucket index,
comprised of the places at which proximity is to be deter-
mined for each of the plurality of associated mobile devices.

In accordance with the principles of the present invention,
a query is sent to a GeoNexus proximity evaluator function/
mechanism to determine whether or not a plurality of other
GeoNexus entities are located within a specified proximity
resolution or specified proximity measurement, of a desig-
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2

nated principal GeoNexus entity. Exemplary GeoNexus enti-
ties include: a mobile device, event location, attractor_point,
repulsor_point, affinity_confluence, etc.

In accordance with the principles of the present invention,
the GeoNexus proximity evaluator scans the plurality of
GeoNexus entities indicated in the proximity request and
separates the entities into discrete and ambiguous entities. For
all discrete GeoNexus Entities, the GeoNexus proximity
evaluator  performs  arithmetic  computation  of
Proximity=TRUEIFALSE. For all ambiguous GeoNexus
Entities, the GeoNexus proximity evaluator communicates
with a GeoNexus node server that is responsible for main-
taining a bucket in which the principal GeoNexus entity is
located. When necessary, the GeoNexus node server sends
requests to it’s adjacent GeoNexus node servers (node servers
responsible for buckets near the principal GeoNexus entity’s
bucket), to prompt those nodes to search for GeoNexus enti-
ties with a declared affinity that matches that of the ambigu-
ous entity/entities included in the plurality of other GeoNexus
entities.

A proximity request response includes a proximity deter-
mination for each of the plurality of associated mobile
devices.

BRIEF DESCRIPTION OF THE DRAWINGS

Features and advantages of the present invention will
become apparent to those skilled in the art from the following
description with reference to the drawings, in which:

FIG. 1 shows a GeoNexus proximity detector network, in
accordance with the principles of the present invention.

FIG. 2 depicts an exemplary GeoNexus database of mobile
devices within responsible area of the relevant GeoNexus
node server, in accordance with the principles of the present
invention.

FIG. 3A depicts an exemplary pyramid of buckets for
devices within a given responsible area, in accordance with
the principles of the present invention.

FIG. 3B depicts a plurality of GeoNexus proximity detec-
tor node servers adjacent a central GeoNexus proximity
detector node surrounded thereby, in accordance with the
principles of the present invention.

FIG. 4 shows figurative coverage of the Earth’s surface
with successively finer grained gridlines, in accordance with
the principles of the present invention.

FIG. 5 shows an exemplary mobile device loc table includ-
ing identifier, location (latitude and longitude), and optimi-
zation indices, in a node of the GeoNexus proximity detector
network, in accordance with the principles of the present
invention.

FIG. 6 shows a matrix for primary indices for a mobile
device GeoNexus proximity detector gateway node that
maintains a collection of matrices in temporary memory such
as Random Access Memory (RAM), i.e., not in a relational
database, in accordance with the principles of the present
invention.

DETAILED DESCRIPTION OF ILLUSTRATIVE
EMBODIMENTS

The present invention comprises a GeoNexus Proximity
Detector Network (GPDN) for tracking mobile device loca-
tion. In accordance with the principles of the present inven-
tion, all available location information pertaining to mobile
devices, event locations, attractor points, repulsor points,
affinity confluences, and all other discretely locatable enti-
ties, can and will be sent to the GeoNexus Proximity Detector
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Network (GPDN). The inventive GeoNexus Proximity
Detector Network (GPDN) passively tracks everything in the
network in a manner that can easily and quickly be consumed.

The GeoNexus Proximity Detector Network (GPDN) is
nota single computer (no single computer could keep up with
the amount of device location information continuously flow-
ing in from so many different sources). Rather, the GeoNexus
is an array of computing devices (i.e. servers), in which each
node in the array is responsible for tabulating location infor-
mation at a very specific level of granularity, for every mobile
entity located within that node’s responsible area of coverage.

To manage the enormous amount of information that is to
barrage the GeoNexus every second of every day, the GeoN-
exus indexes each mobile device’s identifier into a particular
“bucket” (i.e. node) within each level of granularity (rather
than maintaining location information as a double precision
floating point value that represents latitude and longitude).
The concept of the GeoNexus layers from lowest fidelity, or
broadest expanse “location bucket” to highest fidelity, or
smallest expanse “location bucket”.

At a lowest fidelity (e.g., least level of granularity where
each area of coverage is approximately 700 miles by 700
miles), any number of mobile devices may be logged within
any particular bucket/node. In accordance with the principles
of'the present invention, the location at that level of fidelity of
every device within that bucket/node is represented as the
node’s center latitude/longitude (a VERY coarse location).

The GeoNexus may contain five or six distinct levels of
granularity/fidelity. Hence, if a grossly coarse location is not
what a particular consumer/application wants or needs, that
consumetr/application can simply query the GeoNexus for
location resolution at a higher fidelity.

Each node in the GeoNexus Proximity Detector Network
(GPDN) reduces a mobile device’s location (represented in
decimal degrees of latitude and longitude) into four (4) (or
five (5) or six (6)) layers of latitude and longitude indices.
These four layers include:

1) Primary: tens of degrees
2) Secondary: Degrees

3) Tertiary: minutes

4) Quaternary: seconds

(~700 statute mile resolution)
(~70 statute mile resolution)
(~6000 foot resolution)
(~100 foot resolution)

At a fifth level of fidelity, a location associated with each
node/bucket is approximately 10 feet. At a sixth level of
fidelity, a location associated with each node/bucket is
approximately one foot (likely overkill for most applica-
tions).

The fundamental approach of the GeoNexus is precisely
the same regardless of the level of fidelity at which a mobile
device location is recorded. Central to the invention is the use
of buckets, each of which is associated with a particular
location and fidelity. Buckets allow the GeoNexus Proximity
Detection Network (GPDN) to perform very little actual com-
putation. Instead, nodes of the GeoNexus proximity detector
network simply push bits and bytes back and forth between
buckets, and infer location information, and ultimately prox-
imity, from each of the buckets and their “adjacent location”
buckets.

However, even with the use of buckets, the complexity of
the GeoNexus Proximity Detection Network (GPDN) is still
very complex.

The GeoNexus Proximity Detector Network (GPDN) can
be envisioned as a pyramid of computing devices/elements,
wherein the pinnacle of the pyramid represents all mobile
devices piled into one big bucket that covers the entire planet,
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and each lower layer of the pyramid contains more and more
buckets to cover the same amount of area covered by the layer
above. This pyramid of computing devices/elements is not
uniformly distributed. Rather, this particular approach
increases the density of computing devices/elements in direct
proportion to the population density of a coverage area. For
instance, it is possible that a single computation device/ele-
ment can be used to cover almost all of the ocean area for the
planet, with separate computation devices/elements handling
the population centers of Hawaii, Samoa, Fiji, and other
islands, scattered among the oceans of Terra Firma. More-
over, very (very) dense concentrations of computation
devices/elements are required to cover immensely dense
population centers, such as L.os Angeles, New York (and it’s
many burroughs), Hong Kong, London, etc. In immensely
dense population centers, it is very likely that operations, such
as proximity evaluations, will have to be limited to only very
high fidelity location layers (i.e. the lower levels) of the pyra-
mid. To enable rapid proximity evaluations, it is required that
every node have a known area of coverage and location fidel-
ity, and that every node be able to communicate with all of its’
adjacent nodes (as well of coverage areas of it’s adjacent
nodes).

In addition to the pyramid of computation devices/ele-
ments tabulating buckets of mobiles (from which location can
be inferred), the nodes of the GeoNexus proximity detector
network also maintains a fairly simple (but very large) data
array, in which every mobile device is represented. A mobile
entity data array records the precise latitude and longitude of
a mobile device (if known) and records the indices within
each layer of the pyramid the mobile device is bucketed. This
MOBILE_ENTITY array is quintessential to optimizing
location updates and targeted query speeds. A location update
occurs when a mobile device’s OLD location is erased and the
mobile device’s NEW location is recorded.

In accordance with the principles of the present invention,
a location update is performed by for a particular mobile
device by:

1.using the MOBILE_ENTITY array to directly access old

buckets in which the mobile device is recorded for
removal;

2. determining new bucket indices within each and every

layer of fidelity;

3. saving the mobile device’s ID in the new buckets for

each layer of fidelity; and

4. saving the new bucket indices in the MOBILE_ENTITY

array.

When a location request for a particular mobile device is
received (targeted location query) on the GeoNexus Proxim-
ity Detector Network (GPDN), a relevant GeoNexus proxim-
ity detector network node either directly looks up a precise
location saved for the mobile device in the MOBILE_EN-
TITY array, or extracts a location associated with the highest
fidelity node/bucket and returns that value (this is the easy
part).

Huge dividends are paid as more and more applications
begin to take advantage of proximity, as determined by the
GeoNexus Proximity Detector Network (GPDN), i.e., prox-
imity to persons, places, things, and/or areas.

For instance, if an application wants to evaluate proximity
of'a group of persons (as identified by the person’s preferred
mobile device) to a particular place (rather a form of geofenc-
ing), the application need only compute the bucket index of
the desired place, directly query the node responsible for that
bucket, and ask the node to query its sibling (adjacent) nodes.
The proximity request might require a small sequence of
queries if the geofence has an irregular outline. However,
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even a small sequence of queries can be evaluated very
quickly. A query response to a proximity request will either be
“NO” (i.e. no proximity detected), or “YES” (i.e. proximity
detected) and include a bucket index.

The architecture of the GeoNexus proximity detector net-
work easily supports small groups, such as those within a
“trusted circle”. Moreover, GeoNexus can support much
larger and more ambiguous groups, such as affinity groups
derived from Facebook’s many forms of “likes”, “dislikes”,
and “friends” groups. Such groups may contain as many as
1000 s or 10 s of thousands of members and membership can
change hourly. That is the Holy Grail of location determina-
tion and proximity detection as enabled by the GeoNexus
proximity detector network, in accordance with the principles
of the present invention.

As an optimization, rather than searching through various
buckets that are near to one another, a determination of prox-
imity “state” between a known or discrete GeoNexus entity
and a plurality of other discrete GeoNexus entities can easily
be accomplished using simple arithmetic based on bucket
indices associated with each mobile entity.

In particular, using the following layers of fidelity: primary
(i.e. tens of degrees, ~700 statute mile resolution), secondary
(i.e. degrees, ~70 statute mile resolution), tertiary (i.e. min-
utes, ~6000 foot resolution), quaternary (i.e. seconds, ~100
foot resolution), quinary (i.e. 10 ths of seconds, ~10 foot
resolution) and senary (i.e. 100 ths of seconds, ~1 foot reso-
lution), the inventive method/apparatus need only:

A) choose a fidelity/resolution

B) compute an index span for the fidelity/resolution that
represents the desired proximity

C) compute the hypotenuse between a pair of mobile
devices’ X and Y values, using the following computation:

square_root(((mobile__1.X-mobile_ 2.X)*(mobile__
1.X-mobile_ 2.X))+((mobile__1.Y-mobile_ 2.¥)*
(mobile__1.Y-mobile_ 2.Y))))

D) compare the computed hypotenuse to the representative
index span

Square root functions are very expensive, computationally.
Therefore, an obvious optimization would be to square the
computed index span (i.e. index_span*index_span) and then
compare the squared index_span to the following computa-
tion:

((mobile__1.X-mobile__2.X)*(mobile__1.X-mobile__

2.X))+((mobile__1.Y-mobile_ 2.Y)*(mobile__
1.Y-mobile_ 2.Y))

This method of optimization eliminates the use of a
square_ root function.

In accordance with the principles of the present invention,
the reference index_span can be squared once per proximity
evaluation, regardless of how many devices are being evalu-
ated. This procedure eliminates ‘N’ square root operations for
an entire evaluation (where ‘N’ is equal to the number of
mobile devices being evaluated). Even if the value of ‘N’ is
only 1, squaring the reference index_span and comparing the
square to the above-stated computation is still an optimiza-
tion, as computing the square of a value (ie.
index_span*index_span) is always a less costly operation
than a square_root operation.

For example, when the GeoNexus Proximity Detector Net-
work (GPDN) receives a request to evaluate whether or not
two persons, e.g. person A and person B (as determined by the
persons’ respective mobile devices), are located within 700
feet of one another, the GeoNexus Proximity Detector Net-
work (GPDN) iterates from the top layer (lowest fidelity)
down toward the lowest layer (highest fidelity), and compares
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the requested proximity resolution against the fidelity layer’s
one-node resolution. When the requested proximity resolu-
tion is greater than or equal to the fidelity layer’s one-node
resolution, the method/apparatus can stop the search and
compute the appropriate index_span.

In this particular, example 700 ft is less than 700 mi for the
primary layer, so the method/apparatus continues; 700 ft is
less than 70 mi for the secondary layer, so the method/appa-
ratus continues; 700 ft is less than 6000 ft for the tertiary layer,
so the method/apparatus continues. Finally, 700 ft is greater
than or equal to 100 ft for the quaternary layer, so the method/
apparatus stops and computes the index_span.

Index_span computation is a simple modulo of the
requested proximity resolution, by the fidelity layer’s one-
node resolution. In this example, 700 ft, modulo the quater-
nary layer’s one-node resolution of 100 ft, results in an index_
span of 7 and a remainder of 0. For the purposes of this
invention, if a remainder of a modulo function is 0 through 4,
the method/apparatus leaves the index_span unaltered.
Rather, if a remainder of a modulo function is 5 through 9, the
index_span is increased by a value of 1. In this example, the
remainder of the modulo function is zero, so the index_span
remains at 7 and the reference_value is computed as 7%7=49.
Thus, the proximity evaluation for person A and person B
becomes:

Proximity=(Reference_Value=((persond.Quaterna-
ryX—personB.Quaternary.X>+(persond.Quater-
nary. Y-personB.Quaternary. ¥)?))

The Boolean function, greater than or equal to (“z”),
embedded in the proximity evaluation reduces the entirety of
the equation on the right side of the equal sign (*="), to TRUE
or FALSE. Thus, value “Proximity” represents the desired
evaluation. If the reference_distance is greater than or equal
to the distance between person A and person B, then person A
and person B are, indeed, within the requested proximity
resolution, and the value of Proximity is TRUE. Conversely,
if the reference_distance is less than the distance between
person A and person B, then person A and person B are not
within the requested proximity resolution, and the value of
Proximity is FALSE.

With regard to proximity detection, the pyramid of com-
putation elements, each of which maintains only a subset of
its assigned fidelity layer’s “buckets”, becomes especially
useful when detecting proximity between a known entity (e.g.
a known mobile device) and an unknown collection of enti-
ties. For instance, an unknown collection of entities could be
derived in near-realtime from affinity groupings provided by
any one of a growing number of social media collectives.
When evaluating a “known” versus a potentially vast array of
social media derived “unknowns”, an optimal approach is to
scan everyone within a designated proximity resolution while
looking for a desired social affinity, and then report on who or
what is found.

An AFFINITY-VECTOR is described in U.S. Application
No. ??? to Pitt, et al. entitled “N-Dimensional Affinity Con-
fluencer” (N-DAC), the entirety of which is included herein
by reference.

In accordance with the principles of the present invention,
whenever a GeoNexus bucket is updated, an affinity vector is
computed based on the social affinities of the mobile devices
within that bucket. Affinity-Vectors that reach a pre-desig-
nated amplitude could result in a new instance of a particular
class of GeoNexus “object”, called “AFFINITY-CONFLU-
ENCE” (i.e. mobile device, event, attractor_point, repulsor_
point, etc., represented within the GeoNexus Proximity
Detector Network (GPDN)). When AFFINITY-VECTORSs
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are computed and AFFINITY-CONFLUENCE:S are included
as discrete entities in GeoNexus’ layers, the ability to create
useful proximity based notifications is greatly optimized
because a proximity query can be designated, versus a
CLASS of AFFINITY-CONFLUENCE, with a simple
descriptor, such as a Uniform Resource Name (URN) to
designate a particular affinity base for the confluence. In
accordance with the principals of the present invention every
affinity confluence can be designated by a mobile subscriber
to be either ATTRACTIVE or REPULSIVE so that appropri-
ate notification(s) can be delivered to the mobile subscriber’s
mobile device.

FIG. 1 shows a GeoNexus proximity detector network, in
accordance with the principles of the present invention.

In particular, as shown in FIG. 1, a plurality of GeoNexus
server nodes 100a, 1005, 100c etc. (collectively referenced
herein as 100) comprise a GeoNexus proximity detector net-
work 400. Ideally the GeoNexus proximity detector network
400 includes enough GeoNexus server nodes 100 to have one
responsible for every location on earth.

Each GeoNexus server node 100a, 1005, 100¢ has access
to a respective Addresses of Adjacent Nodes database 110a,
1105, 110¢, which stores addresses, or other contact informa-
tion for that GeoNexus server node 100, to enable the GeoN-
exus server node to be aware of and be able to query all
adjacent GeoNexus server nodes 100.

Each GeoNexus server node 100a, 1005, 100¢ also has
access to a respective Mobile Devices Within Responsible
Area database 120a, 1205, 120c¢, which maintains proximity
buckets for that node’s respective responsible area.

Any mobile device, application server, etc., may request
proximity services from the GeoNexus Proximity Detector
Network (GPSN). Such proximity request is routed to one
server node of the GeoNexus Proximity Detector Network
(GPSN) that is responsible for the place at which proximity is
to be measured. For instance, a mobile device may send a
request to the GeoNexus Proximity Detector Network
(GPDN) to determine which of their ‘friends’ in a social
media application (as determined by registered mobile
devices) are currently proximate to a current location of the
requesting mobile device. To make such a request, a single
proximity request need be launched to the one GeoNexus
proximity detector server node responsible for the requesting
mobile device is currently located in. The single targeted
GeoNexus server node 100 of the GeoNexus Proximity
Detector Network (GPSN) 400 then takes it from there by
querying only its adjacent nodes, to determine which of the
requesting mobile device’s ‘friends’ are currently located
within that adjacent GeoNexus server node’s area of respon-
sibility (as measured by the inclusion of the ID (e.g., Mobile
1D number) of any ‘friends’ mobile devices within any bucket
of'the node’s Mobile Devices Within Responsible Area data-
base 120).

FIG. 2 depicts an exemplary GeoNexus database of mobile
devices within a responsible area of a GeoNexus node server,
in accordance with the principles of the present invention.

In particular, as shown in FIG. 2, a database of mobile
devices within responsible area includes an identity of any/all
mobile devices currently located within the physical area for
which the relevant GeoNexus server node 100 is responsible
for maintaining. A unique ID number (e.g., mobile identifi-
cation number (MIN)) is stored for each mobile device cur-
rently located in the responsible area, as is location informa-
tion already known, and a resolution to which that location
information ascribes. For many devices, a location may be as
simple as “within range of the cell station antenna”, which
may fit into, e.g., bucket 5 or 6.
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FIG. 3A depicts an exemplary pyramid of buckets for
devices within a given responsible area, in accordance with
the principles of the present invention.

In particular, as shown in FIG. 3A, a pyramid of buckets 1,
2,3,4,5, 6,7 of varying resolution of location data is
depicted; bucket 1 being of the highest resolution (e.g., loca-
tion is known within 10 feet), to bucket 5 (e.g., being within
range of the relevant base station), to bucket 7 which may be,
e.g., the entire state (or larger).

FIG. 3B depicts a plurality of GeoNexus proximity detec-
tor node servers 120a, 1205, 120c, 1204, 120f, 120g, 12074,
120; adjacent a central GeoNexus proximity detector node
120e surrounded thereby, in accordance with the principles of
the present invention.

FIG. 4 shows figurative coverage of the Earth’s surface
with successively finer grained gridlines, in accordance with
the principles of the present invention.

In particular, as shown in FIG. 4, seconds of latitude and
longitude yield a grid whose vertices are approximately 100
feet apart at the equator and somewhat closer together the
farther away from the equator (North or South) the mobile
device is located. Should the need arise to attain even finer
granularity than seconds, a fifth (Quinary) and even sixth
(Senary) layer can be added to represent 10 ths of seconds
(~10 feet) and 100 ths of seconds (~12 inches).

FIG. 5 shows an exemplary mobile device loc table includ-
ing identifier, location (latitude and longitude), and optimi-
zation indices, in a node of the GeoNexus proximity detector
network, in accordance with the principles of the present
invention.

The mobile device GeoNexus gateway node saves a given
mobile device’s identifier, location (latitude and longitude),
and optimization indices in a mobile device loc table as exem-
plified in FIG. 5.

The Lat and Lon values are normalized to be decimal
degrees in the range —90.0 through +90.0 for Latitude and
-180.0 through +180.0 for Longitude. The indices are com-
puted as follows:

PrimaryX=int(round((Lon/10.0)-0.5))

Primary Y=int(round((Lat/10.0)-0.5))
SecondaryX=int(truncate(Lon—(PrimaryX*10.0)))
SecondaryY=int(truncate(Lat—(Primary ¥*10.0)))

Tertiary X=int(truncate((Lon—((PrimaryX*10.0)+Sec-
ondaryX))*60.0))

Tertiary Y=int(truncate((Lat—((Primary ¥*10.0)+Sec-
ondary¥))*60.0))

QuaternaryX=int(truncate((Lon—((PrimaryX*10.0)+
SecondaryX+(TertiaryX/60.0)))*3600.0))

Quaternary Y=int(truncate((Lat—((Primary Y*10.0)+
Secondary Y+(Tertiary ¥/60.0)))*3600.0))

These equations presume that the round( )function always
rounds an “n.5” value up, so that 0.5 becomes 1.0, 2.5
becomes 3.0, -3.5 becomes -3.0, etc. Some adjustments
might be necessary to accommodate specific hardware archi-
tectures, operating systems, and compilers.

The intent, though, is to compute an index based on the
lower left corner of a square in which a mobile device is
located. The primary square (Q) is a 10 degree by 10 degree
square. The secondary square (R) is a one degree by one
degree square located within the primary. The tertiary square
(S) is a one minute by one minute square located within the
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secondary. The quaternary square (T) is a one second by one
second square located within the tertiary.

These computations produce values in the following
ranges:

-18 <= PrimaryX <= 18
0 <= SecondaryX <=9
0 <= TertiaryX <= 60

0 <= QuaternaryX <= 60

-9 <= PrimaryY <=9

0 <= SecondaryY <=9
0 <= TertiaryY <= 60

0 <= QuaternaryY <= 60

FIG. 6 shows a matrix for primary indices for a mobile
device GeoNexus proximity detector gateway node that
maintains a collection of matrices in temporary memory such
as Random Access Memory (RAM), i.e., not in a relational
database, in accordance with the principles of the present
invention.

A collection of matrices in accordance with the principles
of the present invention, preferably always includes a matrix
for the primary indices, as shown in FIG. 6.

The primary matrix is preferably accompanied by a Prima-
ryCount that indicates how many mobile devices are present.

The primary matrix is also preferably accompanied by an
array or list of primary matrix elements in which mobile
devices can be found (list will be empty if PrimaryCount is
7ero).

Each element in the 36x18 primary matrix preferably con-
tains: (1) a count of how many mobile devices are present in
that particular 10 degx10 deg area; and (2) a reference to a
secondary matrix (reference will be NULL if count is zero).

Secondary (10x10 matrix), tertiary (60x60), and quater-
nary (60x60) matrices will be allocated, maintained, and
eliminated, as needed, to manage memory use in the mobile
device GeoNexus proximity detector gateway.

Each secondary matrix is preferably accompanied by a
SecondaryCount indicating how many mobile devices are
present in that 10 degx10 deg area.

Each secondary matrix is also preferably accompanied by
an array or list of secondary matrix elements in which mobile
devices can be found (the list will be empty if Secondary-
Count is zero).

Each element in a 10x10 secondary matrix preferably con-
tains: (1) a count of how many mobile devices are present in
that particular 1 degx1 deg area; and (2) a reference to a
tertiary matrix (reference will be NULL if count is zero).

Each tertiary matrix is preferably accompanied by a Ter-
tiaryCount, indicating how many mobile devices are present
in that 1 degx1 deg area.

Each tertiary matrix is preferably accompanied by an array
or list of tertiary matrix elements in which mobile devices can
be found (list will be empty if TertiaryCount is zero).

Each element in a 60x60 tertiary matrix preferably con-
tains: (1) a count of how many mobile devices are present in
that particular 1 minutex1 minute area; and (2) a reference to
a quaternary matrix (reference will be NULL if count is zero).

Each quaternary matrix is preferably accompanied by a
QuaternaryCount indicating how many mobile devices are
present in that 1 minx1 min area.

Each quaternary matrix is preferably accompanied by an
array or list of quaternary elements in which mobile devices
can be found (the list will be empty if QuaternaryCount is
7ero).

Each element in a 60x60 quaternary matrix preferably
contains: (1) a count of how many mobile devices are present
in that particular 1 secondx1 second area; and (2) an array or
list of mobile device identifiers that are present in the 1 secx1
sec area (the list will be empty if count is zero).
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Proximity can be a configured reference value defined in
terms of hundreds of feet, thousands of feet, tens of miles,
hundreds of miles, etc. Regardless of the defined distance for
‘proximate’, the mobile device GeoNexus proximity detector
network is able to rapidly identify which mobile devices meet
the criteria. The broader the proximity value is defined,
though, the longer it will generally take the GeoNexus prox-
imity detector network to send required notifications, due to
latencies imposed by the carrier’s core network.

Consider the following use case of a GeoNexus Proximity
Detector network, in accordance with the principles of the
present invention, referred to herein as “Vigilant-Sentinel”.

In particular, presume that for a given mobile user, “My
Car”, is a recognized and tracked mobile device via its
onboard telematics equipment, and that, “My iPhone”, is also
a recognized and traced mobile device.

Early one morning (9 Nov. 2012) both “My Car” and “My
iPhone” are recorded within the same 100 foot by 100 foot
GeoNexus bucket (4™ layer of fidelity).

At 7:10 am the Vigilant-Sentinel application to which the
exemplary user subscribes detects that “My Car” is in motion
and quickly checks to see if “My iPhone” is still within the
same 4” layer bucket as “My Car’s” newly computed loca-
tion.

VIGILANT-SENTINEL detects that my “My iPhone” is
not within the same 4” layer node as “My Car”, but is still
within the 4% layer node around a “My House”. The Vigilant-
Sentinel application queries “My iPhone’s” 5 layer node
and detects that “My iPhone” has moved from one 5 layer
node to another within the last 10 minutes. The Vigilant-
Sentinel application then accesses identities of the user’s
trusted circle; looks for associated mobile device identifiers
such as “My Wife”, “My Child”, “My Daughter”, “My
Mother-In-Law”, “My Relative”, etc., and checks to see
whether any ofthose associated mobile devices are within the
same 4” layer node as “My Car”. The Vigilant-Sentinel appli-
cation utilizes the GeoNexus proximity detector network to
provide quick and appropriate detection of proximity
between “My Car” and “My Daughter’s” mobile device. The
Vigilant-Sentinel queues up a secondary, tertiary, etc., check
for proximity, e.g., 30 seconds in the future, 60 seconds in the
future, etc. After verifying continued proximity between “My
Car” and “My Daughter’s” mobile device, the Vigilant-Sen-
tinel application making use of proximity detection via the
GeoNexus proximity detector network, and makes the prob-
able determination that “My Daughter” has borrowed “My
Car”. The Vigiland-Sentinel may then notify the owner of
“My Car” with an appropriate text message informing the
user that “My Daughter” has borrowed “My Car”.

Other use cases are of course possible and envisioned, e.g.,
the GeoNexus proximity detector network can be used to
check for potential auto theft (e.g., when “My Car” is moving
and none of the devices within the trusted circle of users are
moving along with “My Car”). If the Vigilant-Sentinel con-
cludes that auto theft is likely, it immediately notifies the
registered user device via a more timely mechanism (e.g.,
interactive voice response (IVR)). If the vehicle associated
with the “My Car” mobile device is registered as having a
theft service, such as LoJack™, installed, the relevant user
device may be prompted to authorize the Vigilant-Sentinel
application to automatically enable the theft-prevention
device (e.g., LoJack device) and notify the relevant authori-
ties, to expedite recovery of the vehicle.

While the invention has been described with reference to
the exemplary embodiments thereof, those skilled in the art
will be able to make various modifications to the described
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embodiments of the invention without departing from the true
spirit and scope of the invention.

What is claimed is:
1. A method of determining proximity of a plurality of
associated mobile devices, comprising:
receiving a proximity request relating to a plurality of
associated mobile devices;
obtaining a list of identities of said plurality of associated
mobile devices for which proximity is to be determined;
determining a bucket index ofa place to which proximity is
to be determined for each of said plurality of associated
mobile devices;
querying a target geonexus node server associated with
said determined bucket index requesting which of said
plurality of associated mobile devices are currently
located within an area of responsibility of said target
geonexus node server;
initiating a query to each geonexus node server responsible
for an area adjacent to said target geonexus node server,
requesting which of said plurality of associated mobile
devices are currently located within the respective adja-
cent area of responsibility; and
responding to said proximity request with a proximity
determination for each of said plurality of associated
mobile devices.
2. The method of determining proximity of a plurality of
associated mobile devices according to claim 1, wherein:
said target geonexus node server initiates said query to
each geonexus node server adjacent thereto.
3. The method of determining proximity of a plurality of
associated mobile devices according to claim 1, wherein:
said plurality of associated mobile devices comprise those
predesignated as being within a group of trusted mobile
devices.
4. The method of determining proximity of a plurality of
associated mobile devices according to claim 1, wherein:
said plurality of associated mobile devices comprise those
as having associated with a given social media posting.
5. The method of determining proximity of a plurality of
associated mobile devices according to claim 1, wherein:
said plurality of associated mobile devices comprise those
as being within a given predesignated grouping of
devices within a social media application.
6. The method of determining proximity of a plurality of
associated mobile devices according to claim 1, wherein:
said plurality of associated mobile devices for which said
proximity is determined pursuant to said proximity
request is at least 1000 mobile devices.
7. The method of determining proximity of a plurality of
associated mobile devices according to claim 1, wherein:
said plurality of associated mobile devices for which said
proximity is determined pursuant to said proximity
request is at least 10,000 mobile devices.
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8. Apparatus for determining proximity of a plurality of
associated mobile devices, comprising:
a geonexus server to receive a proximity request relating to

a plurality of associated mobile devices including a list

of identities of said plurality of associated mobile

devices for which proximity is to be determined, said

GeoNexus server comprising:

a physical network database to maintain a bucket index
of a place to which proximity is to be determined for
each of said plurality of associated mobile devices,

a target geonexus node server associated with said
bucket index to provide an identification of which of
said plurality of associated mobile devices are cur-
rently located within an area of responsibility of said
target geonexus node server;

an adjacent target geonexus node server responsible for
an area adjacent to said target geonexus node server to
provide an identification of which of said plurality of
associated mobile devices are currently located
within the respective adjacent area of responsibility;
and

a transmitter to respond to said received proximity
request with a proximity determination for each of
said plurality of associated mobile devices.

9. The apparatus for determining proximity of a plurality of
associated mobile devices according to claim 8, wherein:
said target geonexus node server initiates said query to
each geonexus node adjacent thereto.
10. The apparatus for determining proximity of a plurality
of associated mobile devices according to claim 8, wherein:
said plurality of associated mobile devices comprise those
predesignated as being within a group of trusted mobile
devices.
11. The apparatus for determining proximity of a plurality
of associated mobile devices according to claim 8, wherein:
said plurality of associated mobile devices comprise those
as having associated with a given social media posting.
12. The apparatus for determining proximity of a plurality
of associated mobile devices according to claim 8, wherein:
said plurality of associated mobile devices comprise those
as being within a given predesignated grouping of
devices within a social media application.
13. The apparatus for determining proximity of a plurality
of associated mobile devices according to claim 8, wherein:
said plurality of associated mobile devices for which said
proximity is determined pursuant to said proximity
request is at least 1000 mobile devices.
14. The apparatus for determining proximity of a plurality
of associated mobile devices according to claim 8, wherein:
said plurality of associated mobile devices for which said
proximity is determined pursuant to said proximity
request is at least 10,000 mobile devices.
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